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[bookmark: _GoBack]Abstract of the contribution: This contribution proposes an evaluation and conclusion for KI#1.
1. Background 
This paper proposes an evaluation on the key aspects of the Enhancements to LCS to support Direct AI/ML based Positioning discussed in solutions adopted in the TR for Key Issue 1. And proposal to add some high level conclusions on KI#1 with the aim to identify those aspects that require normative work in Rel-19. 
2. Text Proposal
It is proposed to adopt the following text within the TR.
[bookmark: _Toc517082226]* * * * First change (All new) * * * *
[bookmark: _Toc57201612][bookmark: _Toc59102003][bookmark: _Toc57641650][bookmark: _Toc54779787][bookmark: _Toc54786747][bookmark: _Toc113351207][bookmark: _Toc113350349]7.1	Key Issue #1: Enhancements to LCS to support Direct AI/ML based Positioning
According to the Table 6.0-1, solutions #1-#12 are proposed for Key Issue #1.
These solutions cover key aspects of AI/ML positioning, including direct positioning, model training, data collection, performance monitoring, UE authorization, and more.
Solution 1:The MTLF is responsible for training the positioning model and providing it to the LMF to support direct AI/ML-based positioning.
Solution 2: The MTLF is responsible for collecting training data, AI/ML models, and providing the models to the LMF. The LMF is responsible for location inference..
Solution 3: Describes the training process of AI/ML positioning models, including input data. The MTLF is responsible for collecting training data and using it to train AI/ML models.
Solution 4: This solution defines a data collection framework, which provides positioning-related measurement data obtained for use in the MTLF training positioning model. 
Solution 5: LMF selection, which supports AMF in selecting the appropriate LMF based on the AI positioning capabilities of the UE.
Solution 6: This solution enhances the functionality of LMF, train the positioning AI/ML model in LMF and perform positioning inference.
Solution 7: Describes the training process of the LMF side model, which is a customized model training method for specific scenarios.
Solution 8: This solution enhances the functionality of MTLF, enabling it to monitor the performance of positioning AI/ML models and trigger re-training AI/ML models based on monitoring results.
Solution 9: This solution enhances the functionality of NWDAF, enabling it to obtain data from AMF based on authorization to support AI model training. And defines how LMF can perform monitoring. 
Solution 10: Describes how LMF can directly obtain ML models from NWDAF for positioning.
Solution 11: This solution defines the data collection process to ensure that necessary positioning-related measurement data is obtained from LMF for use by MTLF for training positioning models.
Solution 12: Enhances the functionality of NWDAF, enabling it to obtain data from the positioning function according to UE authorization to support the training of AI models.
[bookmark: _Hlk162783256]Table 7.1-1: Solutions evaluation for key issue 1
	
	
	Candidate principles
	Interim principle(s) with less support
	Additional principle
	Open Issues

	Sol#
	Title
	 LMF (may collocate with AnLF) performs inference to calculate UE location with the model trained by MTLF.
	5GC NF (e.g. LMF or MTLF) performs model performance monitoring for Direct AI/ML based Positioning.
	The RAN and UE data  used for model training, inference and model performance monitoring for Direct AI/ML based positioning will be decided by RAN WGs, and SA WG2 will align with RAN WGs.
	LMF performs inference to calculate UE location with the model either preconfigured or trained by LMF.
	
	

	Sol#1
	Direct AI/ML based Positioning for case 2b/3b
	√

	
	√

	
	
	It is FFS how the LMF retrieves the ML Model from MTLF.

Whether and how the NWDAF selects the UE for data collection based on UE capabilities (e.g. support for PRU) is FFS.

	Sol#2
	Support for AI/ML Direct Positioning Training, Inference and Data Collection with LMF-side models
	
	
	
	√

	
	Details of the training data subscription from LMF to NWDAF are FFS.

Whether and which analytics ID and what data may be requested by LMF to NWDAF for model training is FFS.

Whether, how and what data are collected for training from NFs by the LMF and by the NWDAF are FFS.

It is FFS whether LMF, NWDAF, or both train the model. If LMF trains the model, it is FFS why LMF may collect data from NWDAF

Whether and how any data collection for inference from NFs is performed in the 5GC is FFS.

	Sol#3
	Training of the AI/ML positioning model
	√

	
	
	
	
	It is FFS to determine what and how data to be collected for LMF-side model training. Coordination with RAN WG is needed.

The ground truth data for LMF-side model is ground truth UE location, and how to collect the ground truth UE location is FFS.

It is FFS to determine the data collection procedure for model training.

Whether the LMF is a standalone NF or co-located with AnLF for model inference is FFS.

	So#4
	Data Collection Framework for Direct AI/ML positioning
	
	
	
	√

	
	Whether the DCCF is involved is FFS.

Whether UE identifiers are included are FFS.

It is FFS whether and what data needs to be collected and how to collect the data from UE/RAN by the LMF. Coordination with RAN WGs is needed.

Other consumers for collecting positioning measurement data are FFS.

The potential impacts of the procedure on existing mechanisms of collecting data from UE/RAN by LMF is FFS.

The interaction between the LMF and the consumer is FFS.

	So#5
	LMF selection to support the LMF-sided direct AI/ML positioning
	
	
	
	
	Registration and discovery of LMF from NRF with new AI positioning capability

UE authorization for AI based positioning
	Whether the AMF/LMF is involved in the selection of an LMF with AI capabilities is FFS.

Whether discovery information about an LMF with AI capabilities is stored in NRF is FFS.

Whether the UE is aware of the LMF-side AI based positioning is used is FFS.

Whether the UE is needed to be authorized by the 5GC to use AI based positioning is FFS.

Whether any enhanced for the LMF selection is needed is FFS.

	Sol#6
	LMF based ML model training and Inference
	√

	
	√

	√

	
	How does LMF selects UEs to collect data for ML model training and inference is FFS.

Enhancements of the procedure is FFS.

How does LMF selects UEs to collect data for ML model training and inference is FFS.

	Sol#7
	Training of LMF-side Model to determine location
	
	
	√

	√

	UE authorization for AI based positioning
	This assumption needs to be confirmed by RAN groups and related conclusions need to wait for RAN decisions.

If RAN decides to use only known locations of PRUs as ground truth data, additional ground truth location measurements are not required.

Interactions between AMF and RAN nodes need to be coordinated with RAN and related conclusions need to wait for RAN decisions.

Information exposed by RAN nodes need to be confirmed by RAN and related conclusions need to wait for RAN decisions.

Information exposed by UEs need to be confirmed by RAN and related conclusions need to wait for RAN decisions.

How the NG_RAN indicates capabilities of the RAN nodes and their load to the AMF is to be determined by RAN WGs.

Interactions between NG-RAN and UE need to be confirmed by NG-RAN and related conclusions need to wait for RAM decisions.

How the NG_RAN .indicates capabilities of the RAN nodes and their load to the AMF is to be determined by RAN WGs.

Interactions between NG-RAN and UE need to be confirmed by NG-RAN and related conclusions need to wait for RAN decisions.

NG RAN impacts need to be coordinated with RAN WGs and related conclusions need to wait for RAN decisions.

UE impacts need to be coordinated with RAN WGs and related conclusions need to wait for RAN decisions.

	Sol#8
	MTLF-based model performance monitoring for AI/ML positioning
	
	√

	

	
	
	The details on enhancements to those procedures in step2 are FFS.

It is FFs whether UE location calculated by model and UE location inquired by MTLF can be obtained with sufficiently small time difference for accuracy estimates.

	Sol#9
	new solution for KI#1 support monitoring the performance of AI model
	
	√

	

	
	
	Whether the AMF selects LMF by considering the capability supporting AI based positioning of LMF is FFS.

It is FFS to capture impacts on existing 3GPP nodes and functional elements.

	Sol#10
	Direct AI/ML based positioning with NWDAF assistance
	√

	
	
	
	
	Whether the LMF has a collocated AnLF for deriving the UE positioning is FFS.

The details of the ML Model Filter Information are FFS.

The details of the input data are FFS.

It is FFS how the LMF obtains measurement data from the UE and NG-RAN for UE positioning. Coordination with RAN WGs is needed.

	Sol#11
	Data collection procedure for LMF-side model training
	

	
	√

	

	UE authorization for AI based positioning
	Whether to perform data collection per UE, per area or both is FFS.

	Sol#12
	new solution for KI#1 support the data collection for AI model training based on authorization
	

	
	√

	√

	UE authorization for AI based positioning
	




* * * * Second change (All new)* * * *
[bookmark: _Toc113350361][bookmark: _Toc113351219]8.1	Key Issue #1: Enhancements to LCS to support Direct AI/ML based Positioning
For KI#1, it proposes the following principles as the interim conclusion:
-	 LMF (may collocate with AnLF) performs inference to calculate UE location with the model trained by MTLF:
NOTE:  The interface between LMF and AnLF is not defined in this release.
-	MTLF with model training capability for Direct AI/ML based Positioning should be selected by LMF.
-	MTLF collects training data per UE or per area from data sources including LMF and other entities in 5GC, and LMF with AI based positioning capability may be selected for data collection.
-	5GC NF (e.g. LMF or MTLF) performs model performance monitoring for Direct AI/ML based Positioning.
-	The RAN and UE data used for model training, inference and model performance monitoring for Direct AI/ML based positioning will be decided by RAN WGs, and SA WG2 will align with RAN WGs.
* * * * End of changes * * * *
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